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I Semailne recherche

Objectifs :

- Mieux connaitre la recherche de I’Ecole par des visites de laboratoire
- Comprendre ce qu’est une thése (avant, pendant, apres)

- Mener un travail bibliographique sur un article scientifique

Ne concerne pas que les éleves qui ont choisi le parcours recherche !
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Doctorat dans un labo des ponts => doctorat Institut Polytechnique de Paris

IRecherche LesEchos D .. CONNEXION

Le doctorat, enfin un passeport pour
I'entreprise ?

Idées Economie Politique Entreprises Finance - Marchés Bourse Monde  Tech-Médias Start-up Régions Patrimoine

VERDO, YANN, 2018. Le doctorat, enfin un passeport pour I'entreprise ?
Les Echos. 12 janvier 2018. Vol. 22612, n°® 22612, pp. 9.
https://www.lesechos.fr/2018/01/le-doctorat-enfin-un-passeport-pour-lentreprise-981599
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I Comprendre ce qu’est une these

Rencontre de chercheurs et de doctorants de plusieurs laboratoires

Du master a la thése : stage / candidature ...

Déroulement d’une thése / types de thése / financement ...

Apres-these :

- Enseignement

- Recherche et/ou Développement

- Entreprise

- Haute fonction publique nationale ou internationale
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ravail bibliographique sur un article scientifiqgue

Deep learning

Yann LeCun?, Yoshua Bengio® & Geoffrey Hinton**

'Pacdbock Al Research, 770 Sroadway, Now Y ork, New Yark 3000 USA
e Yock Univeray, 715 Becadway, New Tock, New Yok 30005, USA
n oetrisl, Pavilice Andse- &, 7O Bax 6128 Contre-VEkSTN Moatrial, Quudbec HIC 37, Canads.
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Decp learning allows tompumlmmll models that are composed I

of abstraction. These methods have dramatically imp

1g layers to learn representations of data with multiple levels

of
d the sm!bof ”ltilﬂ in :p«:h rec-ognition, visual object recognition, object detection

and many other domains such as drug discovery and g ics. Deep k

1g discovers intri in large data sets by using the

backpropagation algorithm to indicate how a machine ‘should change its intrmni parameters that are used to compute the representation in
each layer from the representation in the previous layer. Deep convolutional nets have brought about breakthroughs in processing images, video,
speech and audio, whereas recurrent nets have shone light on sequential data such as text and speech.

achine-learning technology powers many aspects of modern in high-di ional data and is theref nppl:a-
society: from web searches to content ﬁlﬁenngon social net-  ble to many domains of science, business and g In i
works to dations on e-c ites,and o beating records in image rtcugmuon "‘ and speech rungnmon i
itisi ingly presentin ducts such as and  hasbeaten other machi at predicting the activ-
smartphones. Machine-learning :ysizms are used to identify objects ity ol p ial drug molecules®, analy puude ! data™®,
in images, transcribe speech into text, match news items, posts or reconstructing brain circuits' and d the effects of i
with users’ and select rel results of search.  in g DNA on gene exp Jnnse"" more
lncrnsingly. these applications make use of a class of techniques called isingl ﬂeep g has prody y promi rtsulu
deep kamln; for various lasks in mlnml language unds di v". particularl
hine-l hni were limited in their  topic dassifi analysis, questi i "andlan-
abnlny to process natural data in lhar raw l’unn For decades, con-  guage translation'".
structinga patt 8! or g system requi We think that deep learning will have many more successes in the
careful i d considerable domain todesignafea- near futureb it requires very little engi g by hand, so it

ture extractor that transformed the raw data (mcll as the pixel values
of an image) into a suitable internal representation or feature vector
from which the learing subsy often a clhassifier, could detect or
damf terns i in the input.

A 'nPuamol hods that allows a machine to
bc&dvnlhnwdanmdm ically di lhz P i
needed ﬁw ion or classifi Dy hods are

can easily take advantage of increasesin the amount of available com-
putation and data. New learning algorithms and architectures that are
currently being developed for deep neural networks will only acceler-
ate this progress.

hine |

The most form of . deep or not, is super-
vised learning. Imagine that we want to build a system that can classify

learni hods with ““level:of P
tion, obtained byonmpnsl simple but non-linear modules that each
transform the representation at one level (starting with the raw input)
into a representation ata higher, slxghdy mare abstract level. W Ilh the
composition of enough such very lex fi
canbe learned. For classification tasks, higher layers of reptumlauon
amplify aspects of the input that are important for discrimination and
suppress irrelevant variations. An image, for example, comes in the
form of an array of pixel values, and the learned features in the first

images axoo:lain;:tg, say, a house, a car, a person or a pet. We first
collecta dz.lzztoﬁmagesofhomo.msp«pkmd ts, each
labelled wi egory. During trai hi lsshawnan
imageand pmducn an output in the form ofa vector of scores, one
for each category. We want the desired category to have the highest
score of all categories, but this is unlikely to happen before training.
We compute an objective function that measures the error (or dis-
tance) between the output scores and the desired pattern of scores. The

chine then modifies its internal adjustable parameters to reduce
this error. These adjustable parameters, often called weights, are real

bers that can be seen as knobs’ that define the input-output func-
tion of Ihe machine. Ina typical Jeep-lnmxng system, there may be
dreds of millions of these adj and hundreds of

layer of rep i lyplull) f the p or abs of
edges at lar ori and locations in l}n image. The zound
layer ly‘pially detects motifs by spotting p

edges, regardless of small v ariations in the edge positions. .. The lhud
layer may assemble motifs into larger combi that

to parts of familiar objects, and subsequent layers would deteclohpeds
ucmnhnnmdlhmmmhyup«ldd«plmmng is that
these layers of fi are not designed by h uman eng they
are learned from data using a ge

Deep learning is malungm advances msol\rmg pmbhmslhu
have resisted the best attempts of the artificial intelligence commu-
nity for many years. It has turned out to be very good at discovering

millions of labelled examples with which to train the machine.

To properly adjust the weight vector, the learning algorithm com-
putes a gradient vector that, for each weight, indicates by what amount
the error would increase or decrease if the weight were increased by a
tiny amount. The weight vector is then adjusted in the opposite direc-
tion to the gradient vector.

The objective fi d over all the traini les, can
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(for example,
babiliry of; the right sequ . th respect to
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that each ib lausibility toa lusion™*.
Instead of Iru\shung lb: meaning of a French sentence into an
to ‘translate’ the g of an image

a sorted list of symbols when their input consists of an unsorted
sequence in which each symbal is accompanied by a real value that
indicates its priority in the list™. Memory networks can be trained
to keep track of the state of the world in a setting similar to a text
adventure game and after reading a story, they can answer questions
that require complex inference™. In one test example, the network is
shown a 15«sentence version of the The Lovd of the Rings and correctly
answers questions such as “where is Frodo now?™.

The future of deep leaming

Unsupervised learning™ ™ had a catalytic effect in reviving interest in
deep learning, but has since been overshadowed by the successes of
pmdympu’vundlﬂnm\g,m wehv:nol[onucdmnmdm

mlbelongerl:nn.lhnmnmdmnml hr'!ymnpernsed.
md&m&:mdd&uﬁdwm&wlwmmﬂ
the name of every object.

Human vision is an acti
mmmwnmuaymamwm
fovea with a large, low-resolution surround. We expect much of the
future progress in vision to come from systems that are trained end«to«
end and combine CanvNets with RNNs that use reinforcement learning
to decide where to look. Systems combining deep learning and reine
forcement learning are in their infancy, but they already outperform
pmmwm:ymun“ddmﬁcmonlnhmdpmdmlmpmm

b P

into an English sentence (Fig. 3). The encoder here is a deep Cone
wNet that converts the pixels into an activity vector in its last hidden
layer. The decoder is an RNN similar to the ones used for machine
translation and neural language modelling. There has been a surge of
interest in such systems recently (see P d in ref. 86).

leami bpiqmnyd:ﬂ'umlvldenpmu
N 1L other area in which deep learne
Mupmmdmmhnhrpmmmmfmmw:npxx
systems that use RNNs t whale de
will become much better when they learn strategies for selectively

RNNs, once unfaolded in time (Fig. 5), can be seen as very deep
feedforward networks in which all the layers share the same weights.
Aldm#a their main purpase is to learn long«term dependencies,

I and shows that it is difficult to learn
10 store information for verylong™.
To correct for that, one idea is to augment the network with an

ding to one part at atime ™.

Ultimately, major progress in artificial intelligence will come about
throagh systems that combine representation learning with complex
reasoning. Although deep learning and simple reasoning have been
used for speech and handwriting recognition for a long time, new
paradigms are needed to replace rulesbased manipulation of

sholi by i large vectors'®.

explicit memory. The first proposal of this kind is the long shortterm : F o b3

mq(m)mwrh&nmspmdhddamm\s.d\emmd

beh of whichis to ber inpats for along time™. Aspecial 1. Hrizhevsy, A, Sutseer, L & Hintos, G. Imaged desp

unit called the memory cell acts like an accumalator or a gated leaky In Prec. Advances in

neuron: it has a connection to itself at the next time step ﬂntllnn oo, y LMWL 1008 (iR 0 almost halve

weight of ane, 5o it copies its own realevalued state and the erer id ion of

the external signal, but this self- is multipli 1y mlnniqlvh

bymabernmnhnI:armlodeadewhenmdunhumw\laﬂht . ‘-"Mc‘ m:u’sm;;;‘;"
memary. 3 remml. mkmum comeltisnal

LSTM networks have subsequently proved to be more effective anc & graphical mocd pni- h Proc. Advances in

than mm:nnnnll RNN5, especially when they have several layers for
each time step”, thux entire speech rcoopmwn system that
goes all the way from to the fch in the
transcription. LSTM networks or related fonmol gated units are also
currently used for the encoder and decoder networks that perform
so well at machine translation*

Over the past year, several ulhnuhwrmadedxﬁ:nmpmpoukm
augment RNNs witha Is include the Neural
Turing Machine in which the nﬂwk is nlgmtnled byl'lnpt-llh‘
memory that the RNN can choose to read from or write to™, and
memory networks, in which a regular network is mgmcmd bya
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kind of associative memory™. Memory networks have yiclded excels g u.,;,mnp mgmaa&m\cmmmunn
fent e st g benchmarks. The zea-aumm A
memory is used to remember the story about which the network is
later asked to answer questions. ) mtmmamxnwnmmm
Beyond simple memarization, neural Turing machines and mem. Series 368, 012030 (2012).
ory nc(wmbuebcmlusedfm' mksthnkwxldnamullynqmm 10. aggh Higes 7= chalen
bol lation. Neural Turing mach 1. Helmstacdter, M. o 3 Conmectomic reconsinuction of the inner plesiiem biyer

and syml
be un‘l'n ‘algarithms. Amnn‘ other things, they can learn to oupu

mumnumm 168174 (2013).
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I Travail bibliographique sur un article scientifique

20 doctorants dans tous les laboratoires sont mobilisés pour proposer un
article scientifique remarquable (historique, fondamental, etc....)
accessible pour vous

Travail en groupe de 4 éleves accompagné par le doctorant
Méthodologie : exposé de Florence Rieu et RDV avec chaque groupe

Présentation du travail devant un jury le jeudi apres-midi
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I Organisation de la semaine

LUNDI MARDI MERCREDI JEUDI
These Visite laboratoire | Visite laboratoire | Finalisation rendu
Intro biblio Travail sur article | Travail sur article | Présentation Jury




